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ABSTRACT Power grid digitalization introduces new vulnerabilities and cyber security threats. The 
impact of cyber attacks on power system stability is a topic of growing concern, which is yet to be 
comprehensively analyzed. Traditional power system stability analysis is based on the impact of non-
malicious small, and large physical disturbances. However, cyber attacks introduce a new dimension to 
power system stability, in which malicious cyber actors can selectively target critical systems and 
applications and cause severe stability issues. Hence, in this work, the traditional disturbances considered in 
power system stability classification are expanded from physical to cyber-physical disturbances caused by 
cyber attacks. Based on a thorough state-of-the-art, an analysis of how cyber attacks can translate into 
physical disturbances affecting the traditional power system stability categories is performed. The system 
stability analysis is expanded by mapping the power system stability categories with the defined cyber-
physical attack types. The findings of this work showcase the importance of cyber security for power 
system stability. 

INDEX TERMS Cyber attacks, cyber security, cyber-physical power systems, power system stability, 
resilience, smart grid. 

ACRONYMS 

AGC Automatic Generation Control 
AI Artificial Intelligence 
AVR Automatic Voltage Regulator 
CPPS Cyber-Physical Power System 
CVE Common Vulnerability Exposure 
DNP3 Distributed Network Protocol 3 
DoS Denial of Service  
EMS Energy Management System 

FACTS 
Flexible Alternating Current Transmission 
System 

FDI False Data Injection  
GOOSE Generic Object-Oriented Substation Event 
GPS Global Positioning System 
HMI Human-Machine Interface 
HVDC High Voltage Direct Current 
ICCP Inter-Control Communications Protocol 

ICS Industrial Control System 
IDS Intrusion Detection System  
IEDs Intelligence Electronic Devices 
IPS Intrusion Prevention System 
IT Information Technology 
MAC Message Authentication Code 
MitM Man-in-the-Middle 
ML Machine Learning 
MMS Manufacturing Messaging Service 
OSI Open Systems Interconnection 
OT Operational Technology 
PDC Phasor Data Concentrator 
PMU Phasor Measurement Unit 
RES Renewable Energy Source  
RTU Remote Terminal Unit 
SCADA Supervisory Control and Data Acquisition  
SQL Structured Query Language 



SV Sampled Values  
TCP Transmission Control Protocol 
UDP User Datagram Protocol  

WAMPAC 
Wide Area Monitoring Protection and 
Control 

  
I. INTRODUCTION 

Electrical power systems are experiencing an 
unprecedented evolution in terms of achieving the energy 
transition. Digitalization aims to transform the traditional 
power grids into advanced Cyber-Physical Power Systems 
(CPPS), providing new communication and computational 
capabilities to address the growing complexity of future 
power systems operation. Consequently, Operational 
Technology (OT) communication networks are deployed 
for real-time monitoring and control of the physical power 
system in substations and control centers, ensuring the 
stability of the physical power system. In the OT domain, 
Information Technology (IT) solutions are being integrated 
to enhance the operational capabilities of the local control 
and monitoring units. The overall OT communication 
network is connected with the conventional IT business 
network, although segregated by utilizing firewalls and 
demilitarized zones.  

Power grid digitalization introduces new vulnerabilities 
and cyber security threats. The lack of security measures like 
encryption and authentication in the Industrial Control 
System (ICS) standard protocols, e.g., IEC 61850 and 
Modbus, makes the OT communication networks vulnerable 
to cyber attacks originating from the IT network [1]. Today’s 
OT protocols often lack cyber security mechanisms, which 
cannot be easily implemented due to operational latency 
constraints and legacy hardware. Due to their sheer size and 
complexity, the CPPSs are more vulnerable to cyber actors, 
as the attack surface is vast. Cyber attacks targeting critical 
ICS infrastructure have significantly increased during the 
past decade. This trend can be seen in Fig. 1, showing 
reported attacks on ICSs, ranging from individual industrial 
complexes to power systems [2]-[13]. The cyber-physical 
interdependency of CPPS, i.e., centralized and decentralized 
monitoring and control applications for grid operations, 

enables malicious actors to target power system operation.  
Cyber attacks on power system control and protection are 

of significant interest. Power system stability is achieved 
through multiple control and protection systems, which need 
to operate in a coordinated manner. These cyber attacks can 
vary in magnitude and can be local or distributed. 
Additionally, the impact of such attacks on CPPS depends on 
the vulnerabilities and resilience of the physical power 
system. Attacks on an already stressed power grid could 
easily result in an unstable operation, leading parts of the grid 
to collapse. Thus, the impact of cyber attacks on power 
system stability is a topic of growing concern for system 
operators, which is yet to be comprehensively analyzed. 

Power system stability is classified into rotor angle, 
voltage, frequency, resonance, and converter-driven on short 
and long-term, subject to small and large-signal physical 
disturbances [14]. However, cyber security introduces a new 
dimension to power system stability disturbances, as 
attackers can target the physical power grid through the 
communication layers of the CPPS. Given the rising threat of 
cyber attacks on critical ICS infrastructures, including 
electrical power grids, there is a pressing need to understand 
the impact of these attacks on power system stability. 
Furthermore, it is necessary to expand the current scope of 
system stability studies by analyzing how cyber-physical 
interactions affect the physical mechanisms of each stability 
category. Thus, this work provides an extended power 
system stability analysis, assessed from cyber attacks 
perspective. 

A. RELATED WORK 
Cyber security of power grids has been an important 

research topic in the past decade. Additionally, power system 
stability is a topic of advanced research effort, as energy 
transition challenges the current practices and requires a 
complete transformation of the existing power grids. New 
technologies like Renewable Energy Sources (RES), power 
electronics, and advanced control algorithms introduce new 
challenges and solutions to the traditional power system 
stability analysis problem. As stated in [15], the rise of CPPS 
introduces the challenge of how such systems can be 
modeled and how the traditional analysis, which focuses 

 
FIGURE 1. Timeline of major cyber attacks targeting critical industrial infrastructures [2]-[13]. 
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solely on the physical power system, can be enhanced by the 
presence of the cyber layer. Still, research on the impact of 
cyber attacks on power system stability has attracted 
attention quite recently.  

Table 1 shows a summary of previous survey papers on 
the topics of power system stability, CPPS modeling, and 
cyber security studies in the context of electrical power 
systems. There are many surveys regarding power system 
stability, ranging from applications of Machine Learning 
(ML), modeling approaches, and metrics [16]-[19]. The 
majority of existing work focuses on enhancing the stability 

assessment methods and researching their applicability to the 
concept of dynamic security assessment. In all related work, 
the importance of real-time stability and security assessment 
is pivotal, as the current and future challenges of power 
system operation cannot be addressed with existing methods. 
The reviewed studies are not focused on the cyber security of 
power systems. 

In [20], the authors identified that the existing CPPS 
testbeds are mostly simulation-based due to their ability to 
expand economically. In [21], researchers conducted a 
survey on the cyber security of inverter-based power 

TABLE 1. Summary and comparison with relevant surveys. 
 

Ref. Stability 
studies 

CPPS 
modelling 

Target 
identification  

Cyber attack  
types 

Cyber attack 
impact on stability 

Mapping of cyber 
attacks to stability 

categories 
Remarks 

[16] ✓ ✗ ✗ ✗ ✗ ✗ 
Review of ML 
applications for 
stability studies in 
power systems. 

[20] ✗ ✓ ✗ ✗ ✗ ✗ Review on CPPS 
testbed architectures. 

[21] ✗ ✓ ✓ ✗ ✗ ✗ 

Review focusing on 
cyber security 
challenges of 
inverter-based power 
systems. 

[22] ✗ ✓ ✓ ✓ ✗ ✗ 
Review on CPPS 
modelling, focusing 
on cyber security. 

[23] ✗ ✓ ✓ ✓ ✗ ✗ 
Systematic review of 
features and tools for 
co-simulation on SG. 

[27] ✗ ✓ ✗ ✓ ✗ ✗ 

Review on modeling 
and cyber security 
challenges of power 
electronics-
interfaced CPPS.  

[30] ✗ ✗ ✓ ✓ ✓ ✗ Review on cyber 
attacks on IEDs. 

[31] ✗ ✗ ✓ ✓ ✗ ✗ Review situational 
awareness of SG. 

Current 
paper ✓ ✓ ✓ ✓ ✓ ✓ 

Review and mapping 
of cyber attacks on 
each power system 
stability category. 

 



systems. As stated before, the integration of inverter-based 
RES has reduced the overall system inertia, affecting system 
stability and power quality. The study covers a range of 
topics, from the structure of the future smart grids to 
detection and mitigation strategies for cyber attack types, but 
not power system stability. In [22], the authors conducted a 
survey to assess the validity of CPPS models for cyber 
security applications. The focus was on CPPS modeling, and 
although power system stability was highlighted as an issue, 
the survey focused on other research directions.  

In [23] and [24], the authors reviewed the features and 
tools for co-simulation methods in the context of smart grids. 
In both reviews, the criteria for the co-simulating models 
were assessed, along with the research areas. In [23], the 
focus was on co-simulation approaches for cyber security 
studies, while [24] covered many research directions in the 
context of smart grids. Studies [25] and [26] focused on 
Supervisory Control and Data Acquisition (SCADA) systems 
in the context of future power grids. The cyber-physical 
system testbeds were reviewed and investigated by the tools 
and techniques to uncover vulnerabilities. Additionally, the 
requirements, constraints, and applications of these testbeds 
were analyzed. In [26], intrusion detection methods for 
SCADA systems utilizing Artificial Intelligence (AI) 
methods are analyzed, focusing on the methodologies, 
datasets, and testbeds that are used. In this study, different 
cyber-physical models for ICSs were reviewed aside from 
power systems.  

As renewable energy sources are a vital part of future 
power systems, researchers focused on CPPS models with 
high penetration of wind and solar. Surveys investigated 
cyber security on wind and photovoltaic systems, as well as 
microgrids [27]-[29]. In [27], a review of the integration of 
power electronics-interfaced renewable energy sources and 
the emergence of CPPSs is conducted. Regarding cyber 
security, the paper presented the emerging research 
objectives and techniques for integrating communication 
networks with power system simulations to create CPPS 
testbeds. In [28] security of photovoltaic systems is 
discussed, while the research on microgrid cyber security is 
presented in [29]. 

In [30], the authors focused on the cyber security of 
Intelligent Electronic Devices (IEDs) of power substations. 
The possible cyber attacks are reviewed, along with 
countermeasures. As in the case of the studies described 
above, the impact of cyber attacks on power system stability 
is mentioned, mainly in the cases of measurement 
manipulation attacks and time-delay attacks. Finally, in [31], 
a review of the smart grid security, emphasizing the aspects 
of situational awareness, is conducted. A threat modeling 
framework is proposed, and the cyber attacks on CPPS are 
reviewed based on their impact. The paper focuses on threat 
detection and defense capabilities, such as intrusion detection 
systems, moving target defense, co-simulation techniques, 
and impact assessment of cyber attacks through situational 

awareness and power system metrics. Overall, to the best of 
the authors’ knowledge, there are no similar review papers 
covering the impact of cyber attacks on power system 
stability. Furthermore, the implications of cyber security on 
power system stability are not covered in the existing 
stability definitions. 

B. CONTRIBUTIONS 
In this work, based on a thorough state-of-the-art, the 

impact of cyber attacks on each category of power system 
stability is assessed. An analysis of how cyber attacks can 
translate into physical disturbances affecting the traditional 
power system stability categories is performed. It is 
important to note that the aim of this work is not to modify 
the power system stability classification proposed in [14]. In 
this paper, the traditional disturbances considered in power 
system stability classification are expanded from physical to 
cyber-physical disturbances caused by cyber attacks. 

The differences between this work and previous studies 
are summarized in Table 1. The presented research papers 
are selected considering the following research questions: 

1) How to model cyber attacks for power system stability 
studies? 

2) What are the critical OT systems for each stability 
category, and how can they be exploited by cyber actors? 

3) How can cyber attacks cause physical disturbances that 
lead to system instability? 
To address these questions, an advanced literature survey is 
conducted. The search terms used were “cyber attacks,” 
“power system stability,” and “impact assessment,” among 
others. The reviewed studies are categorized based on the 
type of system stability and cyber attacks considered. The 
key contributions of this paper are summarized below: 

• A comprehensive state-of-the-art review on cyber 
security for cyber-physical power systems is 
conducted. The current modeling approaches and 
limitations for considering the whole CPPS for 
stability studies are presented. Furthermore, the 
CPPS cyber vulnerabilities, which can be exploited 
by cyber actors, are identified. 

• A state-of-the-art review on the impact analysis of 
cyber attacks on power system stability is 
performed. For each category of the existing 
classification of power system stability, e.g., rotor 
angle, voltage, frequency, resonance, and converter-
driven, the effects of various cyber attacks are 
assessed. Furthermore, the most critical components 
and systems of the CPPS are identified.  

• Each physical power system stability category is 
mapped with defined cyber-physical attack types. 
Based on a thorough impact analysis study, the 
cyber attacks that physically impact each stability 
category are classified into measurement 
manipulation, induced communication delays, and 
malicious command injection attacks. Thus, power 



system stability analysis is expanded by considering 
cyber-physical disturbances caused by cyber 
attacks.  

C. PAPER STRUCTURE 
The paper is organized as follows. Section II gives an 

overview of the structure of CPPS, the types of power system 
stability mechanisms, and the modeling considerations for 
power system stability analysis considering the CPPS. In 
Section III, the cyber security vulnerabilities of the CPPS are 
presented, as well as the most prominent cyber attacks for 
cyber-physical impact. Section IV presents the findings and 
the analysis of the thorough state-of-the-art impact 

assessment of cyber attacks on power system stability. A 
discussion of the findings, along with research 
recommendations, is given in Section V, while the 
conclusion of this work is given in Section VI.  
 
II. CYBER-PHYSICAL POWER SYSTEM AND STABILITY 

CPPSs are complex systems that result from the 
integration of the cyber layer with the physical power grid. 
The term is used to describe the transformation of traditional 
power systems due to the integration of sensors, 
measurement units, communication networks, smart 
automation systems, and computational units. The high 
heterogeneity of devices and elements characterizes these 

 
FIGURE 2. Cyber-physical power system representation.  
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interconnected networks. On the one hand, the advanced 
monitoring, communication, and control capabilities of 
CPPSs enable the optimization of future power grids, making 
them efficient, flexible, and reliable. On the other hand, the 
physical power system operation relies on the proper 
operation of its communication network. Communication 
failures or cyber attacks could physically impact the power 
grid's operation, especially with communication network-
based Wide-Area Monitoring Protection and Control 
(WAMPAC) applications. The CPPS modeling approaches, 
analysis, and classification of the models are covered 
extensively in [15], [16], [27]. This work focuses mainly on 
CPPS modeling approaches utilized for stability assessment, 
the differences between physical power system stability and 
CPPS stability, and the necessary interdependencies between 
the cyber and physical systems that need to be considered. 

A. CYBER-PHYSICAL POWER SYSTEM OVERVIEW 
Researchers usually consider two layers of the CPPS: the 

physical layer and the cyber layer. The physical layer is 
comprised of the physical assets of the power system, e.g., 
power and metering transformers, power lines, generating 
units, loads, and power electronic interfaces. It encapsulates 
all or selected aspects of power systems: generation, 
transmission, distribution, and prosumption. In this work, the 
term prosumption is used to describe grid connections with 
electrical power production and consumption capabilities, 
considering the presence of distributed energy sources on 
medium- and low-voltage networks. Given the scope of 
studies and considering the complexity, CPPS grid sizes can 
vary significantly, from smart homes to a national or regional 
transmission system.  

The term cyber layer is either assessed as a single layer 
comprising the monitoring, control, communication, and 
application layers or divided into domain-specific layers. For 
instance, in [32], the authors defined three layers: the 
physical, cyber, and connection layers. The latter comprised 
the wide-area monitoring, protection, and control system. In 
[33], the layers that are described are the decision layer, 
communication and coupling layers, and the physical layer. 
The modeling and analysis of the communication layer of the 
CPPS requires a proper understanding of the different 
characteristics of the OT and IT layers, as well as the cyber 
security design paradigms and requirements for each.  

A generic representation of the CPPS and its relations is 
given in Fig. 2. Considering the whole power system 
infrastructure, ranging from power plants to residential 
customers as the physical system, the network of sensors and 
actuators present in the field, local and home area networks 
are the first level of the Purdue model [34]. Depending on the 
facility, the level of automation and control capabilities may 
vary, but overall, the local control and monitoring 
capabilities fall in the second and third layers. On top of 
these localized networks, a complex and non-secure Wide 
Area Network is used for data transmission between 

geographically distributed networks, relaying measurements 
to the regional control centers. Wide area applications for 
monitoring, protection, and control are implemented, while 
historian servers and databases are used for data handling. A 
variety of Energy Management System (EMS) applications 
are used, like state estimation, remedial action schemes, 
optimal power flow, etc., based on wide-area measurements. 
Finally, separated from the OT supervisory and control 
networks through the utilization of firewalls and 
demilitarized zones stands the business IT networks. IT 
networks are the top levels of the Purdue model and, in the 
past, were completely segregated from the OT networks. 
However, considering the new requirements for 
interconnectivity, these environments have connections that 
need to be considered, especially for cyber security studies. 

B. POWER SYSTEM STABILITY CATEGORIES 
Based on the definitions provided in [35] and [14], the 
stability of the physical power system can be categorized into 
certain classes. These are rotor angle stability, voltage 
stability, frequency stability, converter-driven stability, and 
resonance stability. 
 
1) ROTOR ANGLE STABILITY 

Rotor angle stability describes the ability of a power 
system to maintain the balance of synchronous generators’ 
mechanical and electrical torques after they are subjected to a 
disturbance [35], [36]. If the difference between the torques 
is nonzero, generators can experience angular swings, 
leading to loss of synchronism. This stability phenomenon is 
system-wide, and a potential loss of synchronism usually 
occurs within seconds after the initial disturbance. Stability is 
influenced by the nonlinear characteristics of the power 
system, namely the power-angle relationship. Typically in 
literature, rotor-angle instability is characterized as either 
small-disturbance or large-disturbance. 

Small-disturbance rotor angle stability is concerned with 
the power system's ability to maintain synchronism under 
small disturbances. This kind of stability depends on the 
initial operating state of the system. For power systems with 
high penetration of RES, instability issues will be 
encountered due to the lack of damping torque [14]. 
Following a small disturbance or a change in topology, an 
unstable system is characterized by a complex conjugate pair 
of poorly damped eigenvalues of the linearized system state 
matrix. This stability issue can be either local or global in 
nature. Local stability problems, or local plant mode 
oscillations, are usually associated with the rotor angle 
oscillations of a single power plant against the rest of the 
system, while global problems are caused by the interactions 
between large groups of generators with each other. Such 
oscillations between different groups of generators are called 
interarea mode oscillations. 

Large disturbance rotor angle stability is concerned with 
the ability of the power system to maintain synchronism 



when subjected to a severe disturbance, e.g. short-circuit on a 
transmission line. The system response is influenced by the 
nonlinear power-angle relationship and, in the case of severe 
disturbances, results in large rotor angle excursions. Large 
disturbance stability depends on the pre-disturbance state of 
the system and the magnitude of the disturbance. For small, 
simplified power system models, instability is usually related 
to the first swing instability due to insufficient synchronizing 
torque. On the other hand, in larger power systems, 
instability may be a result of the superposition of slow 
interarea swing modes and local-plant swing modes, causing 
a large excursion of rotor angle beyond the first swing. 

 
2) VOLTAGE STABILITY 

Voltage stability describes the ability of a power system to 
maintain voltages close to nominal value at all buses in the 
system after being subjected to a disturbance from a given 
initial operating point. This stability category mainly depends 
on the ability of the combined generation and transmission 
systems to provide the power requested by loads. Voltage 
instability occurs in the form of progressive fluctuation of 
voltages of some buses. This could result in local or regional 
loss of load, tripping of transmission lines, or other elements 
by their protection schemes, which may lead to cascading 
failures. It is important to mention that voltage stability 
issues could result in additional instability issues, such as 
rotor angle instabilities and loss of synchronism of 
generators. Historical outages and blackouts were influenced 
heavily by voltage instability [37]. Voltage collapse is an 
important consideration for voltage stability studies, as it 
describes the process by which a sequence of events can lead 
to blackout or extremely low voltages in a large part of the 
power system. 

Voltage instability is mainly caused by the loads' reaction 
to a disturbance. It can occur when the capability of the 
transmission network and connected generation is not 
sufficient to restore the loads. Reactive power demand is the 
main consideration for voltage stability, which can cause 
both undervoltage and overvoltage issues. An additional 
consideration, especially in the case of interconnected 
transmission systems, is that voltage stability problems may 
also be experienced at the terminals of High Voltage Direct 
Current (HVDC) links. Such issues can arise due to the 
reactive power “load” characteristics of the converters when 
HVDC links are used to connect weak AC transmission 
systems. Such phenomena are fast, with a timeframe of up to 
one second. Voltage stability is usually characterized as 
small-disturbance and large disturbance, as in the case of 
rotor angle stability. 

Small disturbances are usually considered to be small 
perturbations, such as incremental changes in system load. 
Voltage stability studies, as such, are influenced by the 
characteristics of loads, continuous controls, and discrete 
controls at a given instant of time. Large disturbance voltage 
stability refers to the system’s ability to maintain steady 

voltages following large disturbances such as system faults, 
loss of generation, or circuit contingencies. This ability is 
determined by the system and load characteristics and the 
interactions of both continuous and discrete controls and 
protections. The study period of interest may extend from a 
few seconds to tens of minutes. Therefore, voltage stability 
may be either a short-term or a long-term phenomenon.  

Short-term voltage stability involves dynamics of fast-
acting load components such as induction motors, 
electronically controlled loads, HVDC links, and inverter-
based generators. The study period of interest is in the order 
of several seconds, and analysis requires a solution of 
appropriate system differential equations, as in the case of 
rotor angle stability. In addition, for short-term voltage 
stability, the dynamic modeling of loads is essential. On the 
other hand, long-term voltage stability is influenced by 
slower-acting equipment, such as tap-changing transformers, 
thermostatically controlled load, and generator current 
limiters. This analysis is conducted in a study period of 
several minutes, and long-term simulations are required for 
the analysis of system dynamic performance. Instability can 
occur due to the loss of long-term equilibrium of 
consumption and power generation, the post-disturbance 
steady-state operating point being small-disturbance unstable, 
or when remedial actions are applied too late, leading to 
instability and possibly cascading failures. 

 
3) FREQUENCY STABILITY 

Frequency stability refers to the ability of the power 
system to maintain the frequency margins within acceptable 
limits following a severe disturbance. Such disturbances 
could result in a significant imbalance between generation 
and consumption. Severe contingencies can result in 
significant effects on system variables, which in turn invoke 
the actions of controllers and protection schemes. As the 
power system is controlled and protected by a plethora of 
various devices and schemes, evaluating the frequency 
stability of the system requires the integration of many 
control and protection models that are usually not considered 
in the conventional rotor angle stability and voltage stability 
studies. The responses of these systems can cover an 
expanded timeframe. The characteristic times of the 
processes utilized for control and protection range from 
seconds, such as under-frequency load shedding and 
interface protection of generating units, to several minutes, 
corresponding to the response of devices such as governor 
systems and load voltage regulators. Power system splitting 
is also an important aspect considered in this stability 
category. Frequency stability problems are associated with 
inadequacies in equipment responses, poor coordination of 
control and protection equipment, or insufficient generation 
reserve. Additionally, they can be decisively influenced by 
power electronics-interfaced generating units, given their 
frequency control schemes and the reduced inertia of the 
whole system. 



Frequency stability studies are classified as short-term or 
long-term. For the former, a severe contingency could cause 
the disconnection of a part of the system from the rest of the 
grid. Regarding long-term studies, steam turbine speed 
control, and slower control and protection schemes, e.g., 
boiler operation, could cause instability in the long term, with 
the timeframe being from many seconds to several minutes. 
As in the case of rotor angle and voltage stability, frequency 
instability can lead to cascading failures and potential 
blackouts. 

Both in the current and the future power grids, the control 
and protection schemes design, operation, and coordination 
play an important role in frequency stability. As these control 
schemes operate based on complex communication and 
control frameworks, both in a centralized and decentralized 
manner, the proper operation of the communication networks 
is essential. 

 
4) CONVERTER-DRIVEN STABILITY 

The controls of the converter-interfaced generators can 
result in couplings between the electromechanical dynamics 
of machines with electromagnetic transients in the network, 
leading to unstable oscillations in a wide frequency range. 
This is due to the voltage-source converter interface that is 
used for connection with the grid. This category of stability is 
further categorized based on the frequencies of the stability 
phenomena. Slow interaction phenomena occur for 
frequencies below 10 Hz, while fast interaction phenomena 
can occur with a frequency of many Hz or kHz.  

Instability phenomena with low frequencies are classified 
as slow-interaction converter-driven stability. Although they 
can be similar to the ones caused by voltage instability, the 
mechanisms behind the instability are not the loads but the 
power electronic converter controls. This type of instability is 
driven by the dynamic interactions of the control systems of 
the power electronics-based devices with slower response 
components, such as the conventional control systems of 
synchronous generators, which result in low-frequency 
oscillations. An additional consideration is about the strength 
of the grid, as weak systems are more prone to this kind of 
instability. On the other hand, fast interaction instabilities can 
arise from the interactions between the fast inner loops of 
converter-interfaced systems controls such as generating 
units, HVDC, and Flexible Alternating Current Transmission 
Systems (FACTS) with fast-response components such as the 
transmission network, stator dynamics of synchronous 
machines, or other power electronic-based devices. The 
oscillations between the inner loops and the passive 
components can cause oscillations with frequencies up to 
many kHz. The placement of the power electronics-
connected systems can influence such oscillations, as the 
high-frequency switching actions can lead to high-frequency 
oscillations. Additionally, these interactions can be facilitated 
by the connection with the main grid. These oscillations 
require active damping strategies in order to be mitigated. It 

is noted in [38] that synthetic inertia controllers are a key 
piece for such problems, as it is found that either they will 
trigger super-synchronous stability problems or can mitigate 
them. 

 
5) RESONANCE STABILITY 

Resonance occurs when energy exchange takes place 
periodically in an oscillatory manner. These oscillations are 
apparent in voltage, current, and torque magnitudes and grow 
when there is insufficient dissipation of energy. If these 
magnitudes exceed certain thresholds, resonance stability 
occurs. Sub-synchronous resonance can be associated with 
electromechanical resonance or electrical resonance. The 
term can be divided into two categories: i) torsional 
resonance, which occurs due to the resonance between series 
compensation and the mechanical torsional frequencies of the 
turbine-generator shaft, and ii) electrical resonance, which is 
purely electrical. Compared with the other system stability 
categories introduced in [35], resonance stability focuses on 
sub-synchronous oscillations, thus differentiating it from 
rotor-angle stability. Compared with converter-driven 
stability, resonance stability focuses on the interaction of 
fast-acting power electronics-based control devices with 
slower mechanical phenomena, such as torsional mechanical 
modes. 

Torsional resonance is a well-studied electric power 
system condition where the network exchanges significant 
energy with a turbine generator at one or more of the natural 
sub-synchronous torsional modes of oscillation of the 
combined turbine-generator mechanical shaft. The 
oscillations can be poorly damped, undamped, or even 
negatively damped and growing, thus threatening the 
mechanical integrity of the turbine generator shaft. Torsional 
resonance can also occur due to the interaction of fast-acting 
control devices, such as HVDC lines, static var 
compensators, and power system stabilizers, with the 
torsional mechanical modes of nearby turbine generators.  

Electrical resonance phenomena, although never observed 
in power systems with conventional generating units, can 
occur in systems with variable-speed induction generators 
due to the presence of converter controls [14]. Such stability 
issues can occur due to the fact that variable-speed doubly-
fed induction generators are directly connected to the grid, 
which makes the electrical resonance between the generator 
and series compensation possible. Purely electrical resonance 
can occur between the series capacitor and the effective 
resistance of the induction generator when the system’s 
resistance exceeds a certain threshold due to the effect of 
converter controls. These stability phenomena are 
electromagnetic in nature. 

C. CYBER-PHYSICAL POWER SYSTEM MODELLING  
Modeling the CPPS is necessary for operational studies 

on power systems' cyber-physical resiliency and stability. 
Power system events, such as the 2003 blackouts in Italy and 



in the Northeast United States, are historical paradigms of 
how interrelated cyber-physical failures led to cascading 
failures and a blackout. In existing work, researchers 
categorized the models presented in literature according to 
various criteria. What is found is that parameters, such as 
time characteristics and component characteristics, scope of 
study, and system size, are the main considerations in 
designing a CPPS model. Developing the correct model to 
capture the cyber-physical interactions and interdependencies 
of the power systems is a challenging task due to the system's 
complexity. 

The physical power system operates in a continuous time 
and is non-linear in nature. The mathematical approach for 
modeling it is based on a set of differential-algebraic 
equations. On the other hand, the cyber layer on top of it can 
be modeled in discrete time, governed by difference 
equations. As a result, CPPS is an integrated, 
multidimensional, heterogeneous system with complex intra-
dependencies and interdependencies. Intra-dependencies of 
the CPPS model can be examined in each individual layer, 
and they refer to the interactions between components and 
systems within a layer. Concerning the physical power 
system, an example of intra-dependencies can be seen in the 
form of the dynamic response of certain modeled 
components, such as synchronous generators and power 
transformers, to a disturbance, e.g., changing of speed, 
increased currents and heating, etc. In the case of the cyber 
layer, bandwidth and latency effects on the communication 
networks need to be modeled and captured [39]. 
Communication network channels have a finite limit of 
information that can be carried per unit of time. These 
limitations do not only affect the design of controllers and 
their normal operation but can also be prone to failures or 
targeted by cyber attacks. Other essential aspects for 
modeling the cyber layer are the sampling mechanisms and 
the delays present between the receiving and transmitting 
ends.  

The interdependencies of the CPPS are examined with 
the modeled interaction between the cyber and physical 
layers. Such studies focus on how cascading failures in the 
physical or the cyber layer can affect the connecting 
components on the other or how a communication failure in 
the wide area network can result in physical impact due to 
the induced latencies and lost data packets in wide area 
control applications. Especially for applications such as 
coordinated and communication-assisted protection schemes, 
failures and delays in the cyber layer could lead to 
maloperation of the devices. Communication network packet 
drops due to failures or cyber attacks could severely affect 
the operation of real-time applications. Although network 
protocols are equipped with mechanisms that could prevent 
the loss of packages via re-transmission, additional delays 
will be added. 

System-wide modeling and applications need to consider 
modeling limitations, such as computational burden for 

simulators and emulators, limited or extensive presence of 
cyber and physical uncertainties, convergence issues of the 
iterative solutions, data exchange between models, etc. 
Simulation solutions are the most efficient way to model 
such systems, achieving interaction between the various 
layers by means of co-simulation, etc. In the cases of 
modeling smaller systems, such as microgrids or the cyber-
physical model of a digital substation, testbeds can be built 
containing both hardware-in-the-loop and software solutions. 
The aforementioned difficulties constitute the overall 
problem of scalability.  

Defining and achieving the required fidelity of the CPPS 
model is pivotal for every application. The fidelity of the 
CPPS model is assessed based on how close its results are to 
its real-world counterpart. Traditional power system stability 
studies heavily rely on accurate physical models. The 
requirements for the physical model were mainly having the 
accuracy, fidelity, and necessary coverage to be suited for the 
stability study of interest. CPPS stability studies, on the other 
hand, require the modeling of the interactions between the 
cyber and physical layers. CPPS can be modeled as a closed-
loop dynamic system by modeling network-connected 
control and protection components for the power system, 
enabling the application of WAMPAC. In these studies, 
power system measurements, either from SCADA or Phasor 
Measurement Units (PMU), are utilized to enable real-time 
monitoring and control capabilities for local and central 
controllers. Additionally, communication links are modeled 

TABLE 2. Power system and CPPS stability analysis comparison. 
 

 
 

CPPS stabilityPower system stabilityCategory
1. Physical contingencies
2. Communication failures

• Measurement noise
• Equipment failure
• Communication delay
• Loss of data/packets

3. Cyber attacks
• Modification of measurements
• Denial-of-Service
• Delay-induced attacks
• Command injection
• Replay attacks
• Coordinated attacks

4. Human errors

1. Physical contingencies
• Electrical faults
• Loss of power lines
• Loss of generators
• Load variations
• Equipment failure
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disturbances

1. Dynamic equipment models
2. Dynamic control functions
3. Protection functions
4. Wide-Area Monitoring and Control

• Monitoring applications
• Protection applications
• Control applications

5. Communication network
• Routers
• Controllers
• Gateways
• Network switches
• Firewall
• Intrusion detection/prevention

6. Packet encapsulation mechanism
• IEC 61850
• TCP/IP
• IEC 60870-104
• DNP3
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• Telemetry
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• Wireless communication

1. Equipment models
• Generators
• Transformers
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2. Control functions
• Voltage Regulator
• Governor
• Power System 
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• Flexible AC 

Transmission Systems
• HVDC Controls

3. Protection functions
• Generator interface
• Power lines 
• Transformers
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considerations



for data exchange, considering the presence of induced 
delays resulting either from a communication failure or a 
cyber attacks. Such delays could cause instability in the 
physical power system due to improper operation of the 
wide-area controllers. Any cyber-physical model for stability 
analysis should be able to capture the state transition in 
response to internal changes or external inputs and 
disturbances. The differences between traditional power 
systems and CPPS stability analyses are summarized in 
Table 2. 

The timescale of the CPPS stability analysis is a major 
concern for the model design. As the physical system’s 
dynamic response ranges from sub-seconds for converter-
driven stability to minutes for long-term frequency stability, 
it is impractical to use a common model for every stability 
analysis. For instance, the study of fast oscillations and 
stability issues involving power electronics-connected 
generating units is assessed to be more accurate by utilizing 
electromagnetics transient simulations [40]. On the other 
hand, electromechanical simulations or quasi-dynamic 
simulations can be used for stability analysis in longer 
timeframes. Similarly, the cyber layer needs to be modeled to 
correspond to the physical system’s operation.  

CPPS testbeds are developed in various labs, which 
utilize specialized hardware, e.g., Real-Time Digital 
Simulator, together with network interfaces to create more 
realistic models. Additional software tools for power system 

simulations are DIgSILENT PowerFactory, MATPOWER, 
PSS/E, etc. To simulate or emulate the communication 
network on top of these applications, solutions such as 
OMNeT++, OPNET, etc. can be utilized. A prominent 
method of coupling cyber-physical models is co-simulation. 
Co-simulation is a simulation technique to combine different 
types of models and simulate them in a unified fashion [41]. 

Overall, cyber security considerations regarding future 
power grid stability need to assess the interrelationship 
between the cyber and the physical layer. The impact of 
malicious actions targeting power system operation by 
injecting malicious commands, inducing time delays, or 
manipulating measurements can have significant cyber-
physical effects, leading to system instabilities. Cyber 
security is one of the domains in which CPPS models could 
be utilized. 

III. CYBER VULNERABILITIES AND ATTACKS  
This Section presents the current identified cyber security 

landscape for electrical power systems. As shown in Fig. 1, 
cyber attacks targeting ICS are increasing in frequency. 
Cyber intrusion is a multistage process where the attackers 
utilize and exploit vulnerabilities, deploy worms and 
malware, perform credential theft, etc., to infiltrate the 
overall IT/OT network and place themselves inside the 
critical systems. For the cyber attackers to be able to target 
the power system operation, they need to utilize the IT/OT 

TABLE 3. Cyber security differences between IT and OT systems. 
 

Category Information Technology Operational Technology 

Priorities 
- Confidentiality 
- Integrity 
- Availability 

- Security / Availability 
- Integrity 
- Confidentiality 

Operational focus - Communication - Physical procedures 
- Safety 

Cyber security  
consequences  

- Data loss  
- Network operation disruption 
- Loss of trust 
- Monetary loss 

- High revenue loss 
- Disruption of physical operation 
- Supply chain disruption 
- Risk to national security 
- Risk to human life 

Standards - Open: Ethernet, TCP/IP - Serial and legacy standards 
- Industry-specific standards 

Processing capacity - Highly scalable processing - Outdated systems/processors 
- Limited scalability 

Life cycle - 3-5 years - Up to 20-30 years 

Desired availability - Low / Medium - High 

Security patching  - Always - Where/when applicable 

Encryption - Always - Where/when applicable 

Operational requirement - Speed - Low latency 

Network traffic - Probabilistic - Deterministic 
 

 



interconnections and vulnerabilities. In this analysis, the 
cyber kill chain framework is utilized to explain how 
attackers can systematically target the power system by 
navigating through IT and OT networks. Then, the identified 
vulnerabilities that can be utilized to affect the power system 
operation are discussed. Finally, the possible cyber attacks 
that malicious actors can launch to target the physical power 
system operations are presented.  

A. CYBER SECURITY CONSIDERATIONS 
Researchers in the field of cyber security employ 

frameworks that can describe the cyber attackers' tactics, 
objectives, and the stages in their operation. Such 
frameworks can be utilized to map specific actions to certain 
classes, enabling the development of detection, containment, 
and mitigation strategies. Assante and Lee [42] introduced 
the framework of the cyber kill chain for ICS in 2015. The 
goal was to highlight the critical differences between the 
cyber kill chain for IT and ICS. The kill chain for ICS has 
two stages e.g., cyber intrusion preparation and execution, 
and ICS attack development and execution. The first stage 
follows the approach of the general kill chain for IT systems. 
The main goal of the attacker is to establish a foothold and 
successfully navigate through the IT/OT systems to reach the 
targeted environment. The whole cyber intrusion operation 
can take months to achieve its goals, as is shown in the 
example of the Ukraine cyber attacks [4]. In this stage, IT 
cyber security practices can be applied as usual, and the 
intruders need to move through business networks. 
Conventional vulnerabilities present in IT systems can be 
exploited, and the potential malware or viruses utilized do 
not necessarily need to be domain-specific. 

On the contrary, in the second stage of the ICS cyber kill 
chain, the intruders utilize the IT/OT convergence to gain 
access to the more secluded OT infrastructure. These 
environments have specific characteristics that distinguish 
them from typical IT ones. The differences between IT and 
OT are summarized in Table 3. The operational differences 
between these two systems need to be considered. Otherwise, 
the attacker’s actions could cause alarms and maloperation of 
the more sensitive OT systems. Such an incident occurred in 
the Triton cyber attack [8], where the remote access trojan 
that the attackers installed for code execution on the 
industrial computers had caused the safety instrumented 
system to shut down the industrial processes, resulting in 
alerting the security personnel. 

In the context of CPPS, the cyber attack in Ukraine in 
2015 is an example of the applicability of the cyber kill chain 
for ICS in mapping the actions of the cyber actors. 
Researchers attempted to cover the physical layer of a cyber-
physical system through the form of a kill chain for cyber-
physical systems [43]. The framework was proposed as an 
extension of its predecessor by introducing the perturbation of 
control and physical objectives following the “Execution” 
phase. Overall, the kill chain framework can assist researchers 

and security experts in mapping the attack stages and 
designing security measures and strategies. It is worth noting 
that the advanced IT/OT convergence that is expected in the 
future CPPS will lead to significant challenges regarding the 
applicability of cyber security measures. Cyber security 
methods such as firewalls, Intrusion Detection Systems 
(IDS), Intrusion Prevention Systems (IPS), honeypots, etc., 
must be tailored to the specified environment. 

B. CYBER VULNERABILITIES 
OT systems have a longer lifecycle than traditional IT 

systems. IT cyber security is not covered in this study, as 
successful cyber attacks aim to gain access and extract digital 
information, meaning confidentiality is a major concern. On 
the other hand, by compromising and manipulating 
measurements or control commands, the attackers can cause 
physical damage, endangering both the operational and 
human safety of an ICS. In a recent report by Dragos Inc. 
published in 2022, the number of critical vulnerabilities on 
the whole spectrum of industrial systems has exploded [44]. 
Focusing on CPPS, the standards based on which the OT 
architecture of these systems are designed often lack cyber 
security considerations [45], [46]. Additionally, as the life 
cycle of the power system OT equipment is long, newly 
developed hardware will be implemented partially on 
substations, while vulnerable devices will still be present. 
Two classes of vulnerabilities are identified: the 
communication protocols used in CPPS and the software 
vulnerabilities. 

 
1) COMMUNICATION PROTOCOLS 

The standard communication protocols in power systems 
aim to connect the various industrial equipment and metering 
infrastructure to the local control systems and the control 
center. These industrial protocols are utilized to define the 
communication between the devices in the CPPS. Field 
devices such as Remote Terminal Units (RTU), IEDs, and 
Merging Units (MU) are connected through communication 
nodes and links to the local SCADA applications for local 
monitoring and control. Currently, most protocols are IP-
based, using Transmission Control Protocol (TCP) or User 
Datagram Protocol (UDP) packets for flexibility of 
implementation.  

The communication between sensors, meters, IEDs, and 
the SCADA or Human Machine Interface (HMI) of a 
substation is realized with protocols such as Modbus, 
Distributed Network Protocol 3 (DNP3), and IEC 61850. 
Modbus is a well-known example of a standard 
communications protocol that was adopted across a wide 
area of industries, including power systems. It is 
implemented between programmable logic controllers and 
HMIs, utilizing the master-slave configuration [47]. The 
devices can also be configured to run these roles in parallel. 
The Modbus protocol works on two types of 
communications, serial line and TCP over Ethernet. Notable 



cyber security vulnerabilities of this protocol are derived 
from the lack of security applications, authentication 
mechanisms, encryption, and integrity validation [48]. 
Adversaries can intercept existing Modbus sessions and 
replicate the session by analyzing the traffic, making it 
susceptible to Man-in-the-Middle (MitM) attacks. 
Additionally, Modbus can be made more scalable by 
embedding its frame in a TCP packet. As a result, Modbus 
over TCP inherits cyber security issues of TCP [49]. 
Moreover, the application of Modbus over TCP does not 
properly implement the TCP message checksum. Hence, it 
can be easily intercepted and compromised by a spoofing 
attack. 

DNP3 is a popular communications protocol used in 
power systems for SCADA operations. It was introduced to 
support communications between the control center and 
substations. The original objective of DNP3 was to transmit 
small-sized data packets using serial RS232 for relatively 
short-distance point-to-point communications. The protocol 
implements four layers from the Open Systems 
Interconnection (OSI) model, i.e., physical, data link, 
transport, and application. The latter variants of DNP3 were 
extended to work using TCP and UDP packets over Ethernet. 
While DNP3 is more reliable than Modbus, it also consists of 
vulnerabilities, making it prone to spoofing and distributed 
Denial of Service (DoS) attacks. In [50], 28 possible attack 
vectors that could target the DNP3 protocol were identified. 
Attacks targeting DNP3 can be categorized into the process 
of interception, interruption, modification, and fabrication. 
The protocol is also vulnerable to MitM attacks like packet 
sniffing and spoofing attacks. These attacks can result in 
three types of impact: 1) loss of confidentiality, 2) loss of 
awareness, or 3) loss of control. Loss of confidentiality 
happens when the attacker successfully intercepts the 
communication. Loss of awareness occurs when the control 
center does not obtain precise and trustful information. The 
most critical type of attack is the loss of control, wherein 
attackers can take unauthorized control of the system. 

IEC 61850 is a modern power system communications 
standard for substation automation and protection, which 
allows information exchange through several communication 
protocols, including Generic Object-Oriented Substation 
Event (GOOSE), Sampled Values (SV), and Manufacturing 
Messaging Service (MMS) [45]. Compared to Modbus and 
DNP3, IEC 61850 Ethernet-based communications provide 
larger bandwidth. In this standard, power system 
communication is mapped into TCP/IP packets sent over 
Ethernet and can be applied for local and wide-area 
communication [51]. For example, Routable IEC 61850 was 
implemented through data encapsulation into TCP packets 
[52]. This mechanism facilitates the expansion of IEC 61850 
communication beyond the boundaries of a single substation, 
enabling its routing across more extensive areas of the OT 
networks. IEC 61850 is used to exchange control and 
measurement packets for local communication within a 

substation, between substations, as well as between 
substations and the control center. Although IEC 61850 is 
defined by its high scalability and increased functionalities, 
cyber security vulnerabilities are identified. IEC 61850 
GOOSE and SV protocols are identified as vulnerable to 
spoofing attacks [53]-[55]. Additionally, a critical issue is 
derived from the problem that encryption measures are 
difficult to apply due to the low latency requirements (3-4 
milliseconds) for power system protection applications. 

The most commonly used standard for establishing 
communication between the substations and the control 
center is IEC 60780-5, as well as IEC 61850. From this 
category, IEC 60870-5-101 and IEC 60870-5-104 are the 
most widely used protocols. IEC 101 is a protocol for basic 
supervisory control and data acquisition, while IEC 104 has 
increased performance due to its network and transport 
layers, in addition to the application layer protocol [46]. IEC 
104 can provide network access to IEC 101 using TCP/IP. 
Due to the vulnerabilities in the TCP/IP stack, common 
vulnerabilities are: i) messages are transmitted in plain text 
[56], and ii) lack of authentication mechanism. Thus, cyber 
actors can perform MitM attacks by sending malicious 
control commands or connecting to the network.  

To address cyber security issues of the aforementioned 
standards, IEC 62351 is proposed, with a goal to enhance 
confidentiality, integrity, and authenticity. As such, many of 
the parts of this new standard are based on IEC 61850 and 
60870. IEC 62351 is still in the process of development. It 
provides new definitions related to cyber security, like role-
based access control, key management, and security 
architecture [57]. Some identified vulnerabilities, described 
in [58], enable cyber actors to perform replay attacks using 
GOOSE and SV. One vulnerability is related to time 
exchange based on the simple network time protocol. 
Security enhancements proposed in IEC 62351 rely on the 
implementation of cryptographic measures, such as RSA 
cryptography. However, entire packets are not encrypted 
using RSA, and only the protocol data unit is encrypted. This 
situation allows attackers to modify the unencrypted parts. 
Despite the implementation of IEC 62351, modification of 
packet counters and time stamps allows attackers to launch 
GOOSE and SV-based attacks. IEC 62351 prevents the 
manipulation of traffic by implementing a Message 
Authentication Code (MAC), which is a hash-based 
authentication to validate the integrity of data. Still, the 
attackers can modify time-related information using the 
vulnerabilities of the data encryption standard that MAC 
relies on. Consequently, this can violate the rules of packet 
processing, thereby triggering DoS conditions. Besides the 
possible theoretical exploits of IEC 62351, there is also an 
example of a real attack demonstration. Carcano et al. 
demonstrated cyber attacks targeting SCADA networks 
running IEC 62351 [59]. 

Additional protocols that are employed for measurement 
and communication in the power system are IEEE C37.118, 



IEEE C37.247, and Inter-Control Communications Protocol 
(ICCP). IEEE C37.118 defines a mechanism for real-time 
exchange of synchrophasor data and messaging formats, 
message types, and content [60]. The messaging format, as 
well as the requirements for data transfer, are defined by the 
standard. It uses a universal time source as a reference and 
time stamps based on the Global Positioning System (GPS) 
to provide time-synchronized measurements of power system 
parameters from different locations. This feature is crucial for 
implementing WAMPAC applications [61]. Cyber security 
considerations are mainly due to the lack of security 
mechanisms like authentication and encryption [62]. The 
lack of the aforementioned security mechanisms enables 
cyber attackers to manipulate the data packets for MitM 
attacks or to inject forged ones. These vulnerabilities can be 
utilized to target wide-area applications, enabling cyber 
actors to indirectly target the physical power system.  

The C.37.247 defines the Phasor Data Concentrator 
(PDC) operation, which is used to synchronize, process, and 
transmit the data collected from individual PMUs [63]. 
Synchrophasor measurements from the distributed PMUs are 
received in real-time by the PDCs, which are used to shape 
the data in a single data stream and transmit it to higher 
levels. PDCs are used for timestamp alignment, filtering 
corrupted or false data, and maintaining a record of data. 
Regarding cyber security, the communication links used for 
data transmission to/from PDCs are not encrypted. Malicious 
actors can utilize the lack of encryption, vulnerabilities that 
enable access to the configuration and programming software 
of the devices, and lack of traffic control to launch DoS, 
MitM, and time delay attacks [64], [65].  

Finally, ICCP, also known as IEC 60870-6/TASE.2, is a 
data exchange protocol commonly used for communication 
between independent system operators, regional transmission 
operators, generators, control centers, and utilities over the 
wide-area network [66]. It facilitates communication between 
two control centers based on a client-server model. The 
vulnerabilities of this protocol are identified in [67] and 
enable cyber actors to attack the process control data, the 
ICCP servers, and server operating systems. These 
vulnerabilities mainly exploit the lack of security 
mechanisms like encryption and authentication. Without 
those two security properties, many possible exploitations 
can be performed over ICCP. Studies showed that security 
mechanisms can be applied to ICCP [68]. It can be encrypted 
and authenticated as secure ICCP. Implementation of secure 
ICCP relies on public-key cryptography.  

In summary, the protocols employed by CPPS exhibit 
vulnerabilities to cyber attacks as a result of inadequate 
implementation of cyber security measures. The security 
measures employed in the field of IT communication 
protocols primarily rely on the implementation of 
cryptographic techniques. Nevertheless, the implementation 
of cryptography in CPPS is challenging due to the stringent 
demands for high availability and low latency. In [69], the 

author provided evidence that CPPS face difficulties when 
attempting to integrate cryptography into their systems. This 
is primarily attributed to the substantial amount of 
computational time that cryptographic processes demand. 
Although cryptographic algorithms like 2048-bit RSA and 
1024-bit DSA are considered robust, the processing time of 
cryptographic operations respectively entailed a total of 
61.04 milliseconds and 14.90 milliseconds. Due to limited 
time availability, this situation led to the utilization of 
cryptographic techniques that offer reduced security and 
computational requirements or, in many instances, the 
complete absence of cryptographic measures. 

 
2) SOFTWARE VULNERABILITIES 

In existing electrical power systems, software technologies 
for OT are mainly related to SCADA systems. In the future, 
this will be integrated with various software functionalities, 
i.e., energy management systems and advanced distribution 
management systems. SCADA is a control system 
architecture that consists of interconnected devices controlled 
by OT software. The main challenge for a SCADA software 
system is the regular software updates. Most of the existing 
software was created before cyber security issues became a 
major concern [70]. In [71], three groups of SCADA 
software vulnerabilities are identified: 1) improper input 
validation, 2) resource control, and 3) software code. 
SCADA software is susceptible to input value modification 
attacks such as buffer overflow and data injection. With 
regard to the code itself, OT systems tend to be less secure. 
This is because OT software is designed for high availability 
requirements, with less consideration of regular updates and 
security mechanisms. 

Resource control vulnerabilities are mainly related to 
software updates and patch control mechanisms. Vulnerable 
software that may have been deployed in the field must be 
updated and patched to eliminate vulnerabilities. However, 
software updates and patches in OT are challenging and can 
potentially disturb system operations. Fig. 3 shows the 
lifecycle of a software vulnerability that is applicable to 
SCADA software. In principle, software vulnerabilities will 
always exist. When limited parties identify these 
vulnerabilities, it becomes stage one, i.e., a zero-day 
vulnerability. The zero-day vulnerability is dangerous when 
exposed by adversaries. In the second stage, information is 
exposed publicly, and software vendors create software 

 
FIGURE 3.  Lifecycle of a software vulnerability. 
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updates and patches to address the vulnerability. After this, it 
is no longer considered a zero-day vulnerability. For 
example, MITRE’s Common Vulnerability Exposure (CVE) 
lists all the vulnerabilities in SCADA-related applications 
[72]. A patch update is released by the vendor to address 
specific vulnerabilities. However, as previously mentioned, 
patch updates in the SCADA system are quite challenging, 
and they may be deployed in remote locations [73], [74]. 
Hence, vulnerabilities in SCADA software are likely to stay 
present and unaddressed during the software lifecycle. 

An example of the potential impact of the software code 
vulnerabilities is the Ripple20. In June 2020, nineteen 
software vulnerabilities were discovered by JSOF, an Israeli 
cyber security firm. These vulnerabilities affect devices using 
the Treck Inc. TCP/IP stack software library. The 
vulnerabilities are based on the exploitation of TCP packet 
fragmentation, tunneling mechanism [75], and DNS 
decompression mechanism [76]. Many networked devices 
widely use this software library for the TCP/IP stack across a 
plethora of industries, including SCADA, offices, healthcare, 
etc. By exploiting the vulnerabilities, adversaries can disrupt 
the functioning of the devices. An investigation in [76] shows 
an example of a malicious payload that can successfully 
switch off a UPS device remotely. These vulnerabilities are a 
significant problem since it is difficult to update software or 
firmware in embedded devices. Ripple20 is a real-world 
example of difficulties performing software updates for 
SCADA devices and systems. Legacy SCADA systems can 
also be integrated with energy management systems in the 
future power grid for various advantages.  

Future power grid software like energy management 
systems and advanced distribution management systems can 
help achieve more intelligent grid operations. The operation 
of the power grid is not only dependent on human operators 
but also on smart and intelligent systems. The software can 
be in the form of AI applications. The implementation of 
smart software or AI will advance the digitalization of the 
overall grid. However, the cyber security aspects cannot be 
overlooked. Adversarial machine learning is one such major 
potential threat that can fool the AI-based system. In [77] and 
[78], the authors show how adversarial machine learning can 
have adverse effects on the operation of smart software 
systems. Such adversarial machine learning may become a 
new type of threat to power system software systems in the 
near future. 

C. CYBER ATTACKS 
Despite the extensive presence of legacy systems and the 

many vulnerabilities present both in communication 
protocols and software applications, targeting the physical 
power system operation is challenging for cyber actors. The 
attackers need to establish footholds deep in the IT systems 
to access the OT domain, and navigating through these 
communication networks is a prolonged operation. However, 
due to the increasing IT/OT integration and the fast-paced 

digitalization of power systems, malicious actors can exploit 
new attack paths and vulnerabilities to jeopardize their 
operations. Such attack paths could be established by 
identifying access points deep in the OT networks, e.g., 
remote access mechanisms and infiltration via supply-chain 
attacks. In every phase of this intrusion, the cyber actors can 
perform different cyber attacks to discover, gain access, and 
compromise new assets or to erase any signs of their activity. 
Cyber attacks are defined as offensive, malicious attempts to 
steal, expose, alter, disable, or destroy information through 
unauthorized access to computer systems. As explained in 
Section III-A, a cyber intrusion in these systems is performed 
in different stages, each with a unique set of tools and targets. 
Cyber attacks can be categorized based on which aspect of 
the cyber security principle they target. For example, 
eavesdropping attacks target confidentiality, while cyber 
attacks on measurements or controls target availability. 
However, in this work, the main focus is on the cyber attacks 
targeting the operation of the electrical power system. The 
main cyber attacks that were assessed for causing disruptions 
or resulting in a physical impact are DoS attacks, MitM 
attacks, False Data Injection (FDI) attacks, and host-based 
attacks. 

 
1) DENIAL OF SERVICE 

DoS is a cyber attack with the objective of preventing 
legitimate access for users to specific system resources such 
as networks and hardware. This can be accomplished by 
flooding the target with packets or triggering a crash on the 
targeted system. For instance, a DoS attack on a network 
router, through packet flooding, could result in the drop of 
legitimate packets. Popular flood attacks include buffer 
overflow, SYN flood, and ICMP flood attacks. In [79], 
researchers studied the impact of a distributed DoS attack on 
advanced metering infrastructure. It is seen that 
communication performance is severely affected due to the 
attack. Furthermore, research also shows that DoS attacks 
can exploit power system communication protocols and 
standards, such as IEC 104 [80], C37.118 [81], and IEC 
62351 [59]. Overall, DoS attacks are recognized as a severe 
potential cyber threat to the power system operation. DoS 
attacks can target systems with very strict timing 
requirements, inducing delays that could jeopardize the 
operation of controllers or protection schemes. Furthermore, 
DoS could be utilized in coordinated attacks to magnify the 
impact of other cyber-physical attacks. 

 
2) MAN-IN-THE-MIDDLE 

The concept of these attacks for the CPPS operation is that 
the cyber actors place themselves in the network and then 
intercept or spoof packets into the network traffic. As a 
result, the receiving device or software is tricked into 
executing erroneous commands. Due to the lack of 
encryption and authentication mechanisms in the OT 
environments, such attacks can be used for cyber-physical 



attacks. One of the variants of this attack is packet spoofing. 
Spoofing involves the modification of legitimate 
communication traffic with malicious attack traffic. As a 
result, malicious and erroneous packets can be induced in the 
network traffic, issuing control commands or misleading the 
human operators or automated controllers. Researchers in 
[82] demonstrated how spoofing and jamming attacks could 
target the communication network of power systems, while 
the work in [83] showcased a GPS spoofing attack targeting 
PMUs. These examples of spoofing attacks can be used to 
target the CPPS operation.  

 
3) FALSE DATA INJECTION 

Another category of MitM attack in the CPPS cyber 
security literature is the FDI attack. FDI attacks were initially 
proposed in [84] as a form of a MitM attack that can target 
the state estimation application in the power system control 
center. The cyber attack commences through multiple 
compromised metering devices, in which the attackers alter 
the measurements in a way that bad data detectors will not 
detect arbitrary errors. The erroneous measurements will then 
jeopardize the controlling applications of the control center, 
such as the Automatic Generation Control (AGC), optimal 
power flow, etc. As a result, the system operators will be 
misled. To launch a successful FDI, several assets must be 
compromised. Even in studies that examined the feasibility 
of FDI attacks, such as the ones presented in [85] and [86], 
considering limited information by the cyber attackers, a 
significant portion of the metering infrastructure of a power 
system needs to be compromised. On the other hand, FDI 
could enable cyber actors to achieve the most difficult task 
according to the cyber kill chain, the ability to re-launch a 
cyber attack [14]. Utilizing FDI attacks to mask another 
MitM attack, such as opening a circuit breaker or for more 
prolonged cyber attacks aiming to gradually destabilize the 
power grid, could be a terrifying perspective for system 
operators.  

Gradually, the term involved to encompass many different 
forms of cyber attacks. In a survey presented in [87], the 
overall spectrum of FDI attacks was divided into certain 
types, such as communication-based, network-based, 
physical-based, and cyber-based. On the one hand, the 
significance of FDI attacks targeting electrical power systems 
is highlighted. On the other hand, on the overall spectrum of 
cyber security for CPPS, the feasibility of FDI attacks is still 
debatable. In a recent survey, which utilized questionnaires 
distributed to grid security experts, it is highlighted that the 
feasibility and the impact of FDI attacks can be reduced 
when considering realistic attack capabilities [88]. 

 
4) HOST-BASED ATTACK 

A host-based attack, as its name implies, refers to an 
offensive action that specifically targets multiple hosts within 
IT-OT systems. These systems encompass a range of 
components, including SCADA servers, HMIs, databases, 

application servers, station control systems, RTUs, protection 
relays, and merging units. Host-based attacks can be 
categorized into three different classifications: software-
based attacks, database attacks, and unauthorized access and 
control attacks. 

Software-based attacks targeting power grids leverage 
vulnerabilities inherent in the software utilized in IT-OT 
systems, including SCADA and energy management 
systems. Typically, the software applications and security 
controls implemented in OT systems exhibit similar 
vulnerabilities as those found in conventional IT systems. 
The primary concern lies in the fact that the software and 
security controls implemented in IT systems have more 
frequent patching and updates compared to OT systems. 
Additional cyber attack types could target the security of 
sensitive databases utilized by the SCADA system. They are 
of paramount importance, as they serve as a storage for real-
time data obtained from substations and store user access 
credentials. Zhu et al. categorize a database attack as an 
important cyber attack targeting SCADA systems [89]. The 
majority of databases operate using Structured Query 
Language (SQL). One of the prevalent forms of attacks 
directed towards databases is SQL injection. This attack 
highlights the manipulation of input handling within the 
database system. 

Unauthorized access refers to the act in which an adversary 
successfully gains entry into a computer system without 
possessing valid credentials or authorization. Therefore, the 
attainment of unauthorized access and control can occur 
when attackers successfully bypass the authentication 
mechanisms. There exist various methodologies to 
accomplish this goal, including the utilization of keyloggers 
for credential theft, exploiting database vulnerabilities, 
employing brute force attacks, and exploiting buffer 
overflow vulnerabilities. This technique leverages 
weaknesses in a system to introduce harmful payloads into 
the targeted system. In order to enhance the severity of an 
attack, malicious actors may engage in privilege escalation 
techniques, thereby attaining administrative privileges that 
grant them unrestricted authority over the compromised 
system. SCADA systems commonly utilize common 
operating systems, such as Microsoft Windows. As these 
operating systems can be susceptible to unauthorized access 
attacks, it is imperative to ensure that operating systems 
utilized in IT-OT systems undergo regular updates and are 
protected with firewalls and antivirus software for enhanced 
security measures.  

IV. CYBER ATTACKS IMPACT ON SYSTEM STABILITY 
As described in the previous Section, vulnerabilities 

present in communication protocols and industrial software 
applications could be utilized by cyber actors to perform 
cyber attacks targeting the power system operation. The 
current study aims to investigate how cyber attacks 
originating from the cyber layer of the CPPS can cause a 



physical impact on the power system by initiating different 
stability phenomena. The mapping of cyber attacks with each 
stability category is performed based on a thorough state-of-
the-art analysis of the impact of cyber attacks on each 
category of power system stability.  

A. CYBER-PHYSICAL ATTACKS DEFINITIONS 
Fig. 4 presents the connections between the identified 

cyber-physical attack types and power system stability 
categories. The traditional power system stability analysis is 
based on the impact of non-malicious small, and large 
physical disturbances. Each stability category, as specified in 
[14], is mapped with specific types of cyber-physical attacks. 
Three cyber attack types are identified, e.g., measurement 
manipulation, induced communication delays, and malicious 
command injection attacks. The definitions are provided 
below. 

1) Measurement manipulation attacks encapsulate cyber 
attacks targeting the metering infrastructure of the CPPS and, 
through alterations of valid measurements, can result in 
erroneous actions either of the control and protection systems 
or of system operators. The control and protection systems 
are considered uncompromised. An example is FDI attacks 
launched from compromised PMUs, resulting in misleading 
system operators or the automated control systems. 

2) Induced communication delay attacks encapsulate 
cyber attacks aiming to congest or disable either the 
communication network links of the CPPS or control and 
protection applications and devices, resulting in delayed or 
unperformed actions by either the control and protection 
systems or system operators. Examples of this cyber attack 
type are DoS and time-delay attacks. In such cases, the 
increased latency could severely affect the operation of 
coordinated protection schemes, controllers, and EMS 
applications.  

3) Malicious command injection attacks encapsulate 
cyber attacks targeting the control and protection systems of 
the CPPS and, through the tampering of their internal settings 
or their received control commands, result in unauthorized 
actions. Examples of this category are spoofing attacks on 
circuit breakers or tampering with the settings of protection 
relays and control setpoints. 

The resulting cyber-physical disturbances caused by the 
defined cyber attack types are shown in Fig. 4. The cyber-
physical disturbances are mapped with the power system 
stability categories they affect. The findings are derived from 
the analysis presented in the following sub-sections. 
Attackers can also launch coordinated cyber attacks, in which 
one or more of the aforementioned attack types are utilized to 
increase the impact. 

 
FIGURE 4. Power system stability classification, considering cyber-physical disturbances caused by cyber attacks. 
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B. ROTOR ANGLE STABILITY 
It must be noted that most of the research on the impact 

of cyber attacks on rotor angle stability focused on the 
category of large disturbances (transient). Studies on the 
category of small-disturbance stability are still limited. 
Researchers examined how cyber attacks on measurements 
could lead to small-disturbance stability issues [90-92]. In 
[90], attackers implemented dynamic load-altering attacks on 
power system loads, which resulted in instability. As loads 
are protected by under/over frequency relays, an attack that 
alters the active power through control signals can cause an 
imbalance between generation and consumption, leading to 
small-disturbance instability. In particular, a successfully 
executed attack can cause frequency oscillations, affecting 
the rotor angle of generators, which may trip due to their 
interface protection. In [91], load measurements are altered 
by cyber actors to perform an FDI attack. The researchers 
assessed how the knowledge level of cyber attackers could 
affect how successful the attack is and the amount of 
measurements that need to be tampered with. The authors of 
[92] propose an FDI cyber attack with two purposes: 1) to 
destabilize the system through induced small-disturbance 
instabilities and 2) to affect the operation cost of the power 
system through falsified measurements that mislead the 
system operators. Both local and interarea modes are being 
targeted by manipulating the active power measurements of 
load buses. From the aforementioned studies, it is shown that 
cyber attackers can affect the small-disturbance stability of a 
power system by targeting the power system loads either 
directly through load-altering attacks or by manipulating the 
measurements sent to the control center operators. The 
identified studies for small-disturbance stability are 
summarized in Table 4, while the connection of small-
disturbance stability with the defined cyber-physical attack 
types is shown in Fig. 4.  

The impact of cyber attacks on large disturbance rotor 
angle stability is addressed in many more studies. Table 5 
provides a summary of the reviewed studies for large 
disturbance rotor angle stability. Regarding cyber attacks, 
researchers focused on how malicious commands and data 
injections could lead to physical disturbances that could 
cause transient instability. The majority of the studies 
focused on FDI attacks [93-101]. In [93], FDI attacks are 

performed on storage-based transient stability control 
schemes. A parametric feedback linearization control is 
utilized to detect and mitigate the impact on power system 
dynamics when FDI attacks target different measurements. 
The targeted measurements are the rotor angles from 
generators. The malicious measurements lead to erroneous 
operation of the controllers, causing interarea oscillations and 
local instabilities, leading to system-wide instability. The 
proposed algorithm is utilized to detect and mitigate the 
impact of the attacks. In [94], a dynamic state estimation 
method is proposed for generators under cyber attacks, based 
on a robust cubature Kalman filter. The main targets for the 
speculated cyber attacks are the control systems of generators 
or to mislead the human operators in the control room.  

Regarding FDI attacks on the controllers, many studies 
examined how new controllers could be cyber resilient to 
such cyber attacks. The proposed controllers were designed 
with considerations derived from the mathematical model of 
FDI attacks. In this category of studies, artificial neural 
networks are utilized to mitigate these measurements. In 
[101], an auto-encoder model is proposed to reconstruct 
corrupted measurements after they are detected. The goal is 
to estimate the valid inputs the operators could utilize for 
transient stability assessment. The proposed controllers were 
assessed for normal contingencies and faults in the power 
system, with FDI attacks being a complementary case study. 
In these studies, the focus was not on cyber security, but the 
cyber attack scenarios were utilized to further assess the 
controller’s performance. Additionally, in particular studies, 
the effect of FDI attacks on system stability is assessed based 
on a contingency that is caused by a physical fault, e.g., 
short-circuit. These scenarios examine how the falsified 
measurements could lead to instabilities, as the controllers, 
such as Automatic Voltage Regulators (AVR), governors, 
and power system stabilizers, are receiving wrong setpoints.  

Another category of scenarios involved cyber-physical 
contingencies, mainly malicious breaker opening. Such 
scenarios are based on the real-world cyber attacks in 
Ukraine in 2015 and 2016, with the research focus being on 
the ability of cyber actors to initiate cascading failures in a 
power system [102-105]. Such cyber attacks, although simple 
in conception, are quite challenging as they can introduce 
unforeseen contingencies in power system operation. These 
contingencies can be regarded as 𝑁𝑁 − 𝑘𝑘, meaning that 

TABLE 4. Impact of cyber attacks on small-disturbance stability studies. 
 

Stability category Targets Cyber attack 
types 

Power system 
simulation type Mitigation strategy Year Refs. 

Small-
disturbance  

Power loads 

FDI 

RMS 
Protection scheme 
against dynamic 
load-altering attacks 

2018 [90] 

Power 
measurements 

Power flow 

- 2021 [91] 

Economic 
operation 

Moving target 
hierarchical solution 
algorithm 

2023 [92] 

 



operational planning cannot capture all possible 
combinations that a potential cyber attack will target. In 
[102], a method of estimating the impact of feasible attacks 
from malicious opening of circuit breakers is proposed based 
on transient energy. Such screening approaches can 
significantly limit the scope of time-domain simulations, 
enabling faster response and categorization of the cyber-
induced contingency. The scenarios resulted in both single-

mode swings and interarea oscillations, which were assessed 
using the total transient energy index. An additional research 
direction regarding such scenarios utilizes game-theoretic 
analysis. In [103], Markovian strategies were utilized for 
designing a game between an electric utility and cyber 
attackers who employ switching attacks to destabilize the 
grid. Control actions are taken to mitigate the effects of the 

TABLE 5. Impact of cyber attacks on transient rotor-angle stability studies. 
 

Stability  
category Targets Cyber attack 

types 

Power system 
simulation 

type 
Mitigation strategy Year Refs. 

Transient 
rotor angle 

Parametric feedback 
linearization 
controller 

FDI 

RMS Adaptive control strategies 2017 [93] 

Measurement nodes 

EMT Dynamic state estimation 
algorithms 2019 [94] 

RMS 
L1 Networked Adaptive  
Load Frequency Power 
Controller 

2022 [109] 

Communication channels 
between relays, through 
IEC 61850 GOOSE 

EMT - 2020 [95] 

PMUs RMS 

Multiflock-based technique 
for generator coherence 2015 [96] 

Deep learning-based 
protocol 2016 [99] 

Unsupervised algorithms to 
detect and denoise signals 2023 [101] 

Voltage support devices EMT - 2013 [97] 
ML-based stability 
assessment 

Monte Carlo 
simulations - 2023 [98] 

State estimator EMT Non-linear controller for 
state estimator 2017 [100] 

Measurement nodes 

DoS 

EMT Dynamic state estimation 
algorithms 2019 [94] 

RMS 
L1 Networked Adaptive  
Load Frequency Power 
Controller 

2022 [109] 

Protection relays EMT Communication-assisted 
protection scheme 2020 [95] 

SCADA EMT + RMS - 2013 [104] 
Remedial action schemes 
Synchronous generator 
measurements 

EMT 

Distributed frequency 
control framework 

2020 [106] 

PMUs 

2017 [107] 
Hierarchical multi-agent 
model based on flocking 
theory 

2014 [108] 

Circuit breakers Switching 

EMT 

Transient energy-based 
screening of contingencies  2016 [102] 

Controller for cyber attack 
mitigation based on game 
theory 

2016 [103] 

EMT + RMS - 2013 [104] 

RMS Cascading outage analysis 
model 2018 [105] 

PMUs GPS spoofing EMT Proposes wide-area 
damping controller 2018 [110] 

IED Falsifying relay 
settings - - 2018 [111] 

Multiple targets Coordinated RMS / EMT - 2013, 2016, 2020 [95], [102], [104] 

 



cyber attack based on the sign of the normalized rotor speed, 
thus utilizing a dynamic model of the power system. 

The effects of DoS attacks on the control systems of 
power grids are examined in [36], [106-109]. In [36], the 
authors proposed an adaptive control scheme depending on 
the latency between sensors and controllers. DoS cyber 
attacks are modeled to test the resilience of the control 
scheme when subjected to induced latencies. Another study 
presented in [108] identified distributed control strategies for 
enhancing the CPPS stability using flocking mechanisms. 
Many of the applied algorithms assess the impact of latencies 
in the control mechanisms and how these can lead to stability 
issues. In many of these studies, although DoS attacks are 
mentioned, they are mostly represented by induced delays, 
which can be both non-malicious communication failures or 
cyber attacks.  

Including PMUs in the power system metering 
infrastructure is the cornerstone for WAMC applications. As 
a result, spoofing attacks on PMU are a potential attack 
scenario that could severely affect rotor angle stability. In 
[110], GPS spoofing attacks were employed to assess the 
impact on a wide area damping controller. Spoofing attacks 
such as these violate the operational constraints of PMUs, as 
the measurements are not synchronized. The study showed 
that this category of cyber attacks could severely affect the 
operation of the WAMC controller, although the physical 
impact is caused by a short-circuit event. Apart from cyber 
attacks targeting centralized and distributed control schemes 
in CPPS, malicious jeopardize of protection schemes are also 
assessed in the literature [95], [111]. In [95], the impact of 
cyber-physical attacks on communication-assisted protection 
schemes is assessed using a co-simulated CPPS testbed. DoS 
and FDI attacks were implemented to destabilize the power 
system, which led to rotor-angle instability. Overall, the 
reviewed studies on the impact of cyber attacks on transient 
rotor angle stability can be divided into two groups. One 
group focuses on the cyber-induced impact on the stability of 
the power system. This means that large disturbances are 
caused purely by cyber attacks. Cyber-physical attacks such 
as switching, spoofing, or falsifying relay settings attacks can 
cause large disturbances on the physical grid, leading to 
instability. On the contrary, in the second group of studies, 
which mainly focused on FDI and DoS cyber attacks, non-
malicious physical disturbances are considered to cause large 
disturbances. The considered cyber attacks target the 
operation of control and protection applications, thus 
enhancing the impact of the physical disturbance.  

C. VOLTAGE STABILITY 
In the reviewed literature regarding cyber attack 

scenarios, the differentiation between short-term and long-
term voltage stability is not present. The studies are 
conducted on the microgrid level, the distribution level, and 
the transmission level. As the cyber security mechanisms and 
cyber attacks presented in the sections above are focused on 

the transmission system, studies regarding cyber security and 
stability on microgrids and distribution networks will not be 
covered in this work. Table 6 provides a summary of the 
reviewed studies for voltage stability.  

Mainly FDI attacks are considered in voltage stability 
studies [112-119]. The research problem is how malicious 
modifications targeting control systems can be detected and 
mitigated. In [112], a detection and mitigation framework is 
built to deal with FDI attacks on the state estimator of the 
control center. The cyber-physical attacks examined affected 
the long-term voltage stability, as the attackers manipulated 
the load measurements to mislead the operators. In [115], 
researchers highlighted how reinforcement learning methods 
could be utilized for creating adaptive FDI attacks, enabling 
the grid operation to be targeted by compromising limited 
areas of the system. The attacker’s targets in this study are 
the substations of a transmission network. The loading 
conditions are extremely important, as stressed systems are 
more prone to such attacks. Researchers studied the stability 
impact by targeting different control and monitoring systems 
and launching FDI attacks, such as PMUs, automatic voltage 
controllers, and HVDC line commutated converters, as well 
as the state estimation algorithm in the control centers. As in 
the case of transient instability, researchers investigated the 
impact of cyber attacks on wide-area controllers. Again, it is 
highlighted that WAMPAC systems are critical targets for 
cyber attackers. AI methods are also utilized to detect 
corrupted measurements and to reconstruct valid ones, 
defending against data manipulation attacks [120].  

DoS attacks on communication channels are also 
examined regarding their impact on voltage stability [113], 
[122]. It is shown that a DoS attack on the communication 
links cannot create instability except when a cyber-physical 
or physical event takes place. The voltage stability of the 
power system is assessed to be prone to cyber attacks 
targeting mainly the WAMPAC applications. Potential 
targets for DoS attacks are the communication nodes and 
links, such as the gateway routers and communication links 
transmitting PMU measurements, as shown in [113] and 
[122], respectively. The induced delays caused by packet 
floods can lead to packet losses and delayed response by 
voltage controllers. As a result, if DoS attacks are 
coordinated with other types of attacks that impact the power 
system operation, it could jeopardize any remedial actions 
taken by the aforementioned controllers.  

Finally, in [121], a particular case showed how a targeted 
cyber attack targeting physical equipment could be used to 
cause voltage collapse. In the attack scenario, cyber actors 
maliciously open the circuit breaker connecting a generator 
in the power system. The voltage is restored, but the stressed 
conditions of the grid, e.g., overloading of transmission lines, 
cause a line to disconnect due to protection. On the one hand, 
malicious openings of critical circuit breakers require a 
proper understanding of the attacked power system. On the 



other hand, it is a very effective attack scenario that can 
cause instability and lead to cascading failures.  

D. FREQUENCY STABILITY 
Studies regarding the impact on frequency stability of 

cyber attack scenarios have been conducted considering both 
traditional synchronous generator-dominated power grids as 
well as penetration of converter-interfaced generating units. 
FDI attacks are the main cyber attack category considered 
[123-128]. In [126], FDI attacks targeting virtual inertia-
dominated systems are examined, examining their effects on 
frequency stability. It was identified that AC/DC systems 
with synthetic inertia are more vulnerable to cyber attacks. In 
[125], load-altering attacks, which are a subcategory of FDI 
attacks, on secondary frequency controllers are assessed. The 
findings showed that the system could be stable as long as 
the attacker did not launch an aggressive attack with 
abnormal control signals. A prominent target for FDI attacks 

is the AGC in the control center [126]. The goal of the 
adversary is to provide falsified measurements, leading to 
erroneous operation of the AGC and instability. The authors 
proposed a reconfigured AGC controller, which is able to 
mitigate the impact of FDI attacks. Additional WAMPAC 
applications can be targeted, such as wide-area under-
frequency load-shedding schemes [129-131]. The 
effectiveness of FDI attacks is assessed on how the cyber 
actors can confuse system operators and the load-shedding 
mechanisms, causing frequency instability. In [130], the 
HVDC oscillation damping control is targeted. The induced 
oscillations, by means of FDI attacks, cause oscillations in 
the interconnected AC systems, due to the active power 
fluctuations.  

DoS attacks targeting the load frequency control of power 
systems are examined in [132-135]. In [132], the authors 
showed that DoS attacks could have an impact when the 
attackers target the tie-lines measurements of frequency and 

TABLE 6. Impact of cyber attacks on voltage stability studies. 
 

Stability category Targets Cyber attack 
types 

Power system 
simulation type Mitigation strategy Year Refs. 

Voltage 

PMUs 

FDI 

RMS Detection algorithm 2020 [112] 

Power flow 
Generative 
adversarial networks 
capturing deviations 

2020 [114] 

RMS 

A deep learning-
based approach to 
reconstruct 
manipulated signals 
for the wide-area 
monitoring system 

2023 [120] 

Automatic voltage 
control QD 

Reinforcement 
learning application 
for mitigating FDI 
using bad data 
detection 

2019 [115] 

HVDC line-
commutated 
converters 

EMT - 2023 [116] 

State estimator Power flow Moving target 
defence framework 2022 [117], [119] 

AVR RMS - 2017 [118] 

Gateway between 
substation and 
control center 

MitM Power flow + EMT - 2015 [113] 

Communication 
node connecting 
PMUs 

DoS 

Power flow + EMT - 2015 [114] 

Router of 
automatic voltage 
control 

EMT - 2018 [122] 

Communication 
line Induced outage Power flow + EMT - 2015 [113] 

Critical circuit 
breakers 

Aurora attack 
EMT 

Proposal of an event 
and intrusion 
detection system 

2017 [121] 
Switching 

 



powers. This is mainly due to the fact, that tie-line power 
flows need to be properly telemetered, and as a result DoS 
attacks could cause issues in the power exchange, leading to 
instabilities in the connected systems. The impact of time-
delay attacks on load frequency control is assessed [134]. A 
cyber resilient controller is proposed, able to mitigate the 
effects of such attacks on frequency stability. It must be 
noted, that simplifications are made for the system to be 
linear and time-invariant. As a result, the impact of time 
delay attacks could be more severe, especially for such a 
centralized system. The reviewed studies for frequency 
stability, considering cyber attacks, are given in Table 7.  

E. CONVERTER-DRIVEN AND RESONANCE STABILITY 
The two types of converter-driven and resonance stability 

were recently introduced. As such, research work on cyber 
attacks did not specifically focus on these two types of 
stability. As the converter-connected generating units, mainly 

in the form of RES, are expected to dominate future power 
systems, the exploitation of such weaknesses can lead to the 
violation of the strict power system operating criteria. Studies 
that explored this issue are limited but are expected to rise as 
these kinds of instabilities occur more often [136-139]. In 
[136], the authors designed a damping fuzzy controller 
resilient to DoS and FDI attacks. On the one hand, both 
attacks did not result in extensive instability phenomena, as 
the proposed controller was able to dampen them. On the 
other hand, oscillations are still present in the system, and an 
additional coordinated attack could lead to more severe 
damage. This case was not assessed. In [137], a strength 
evaluation method for power systems with high penetration 
of RES is proposed, considering cases of cyber attacks. MitM 
attacks are considered in the form of malicious command 
injection, targeting transmission line breakers. For the worst 
contingencies, it is found that the system becomes unstable 
due to the presence of oscillations of the converter-driven 

TABLE 7. Impact of cyber attacks on frequency stability studies. 
 

Stability category Targets Cyber attack 
types 

Power system 
simulation type Mitigation strategy Year Refs. 

Frequency 

Measurement 
devices 

FDI 

RMS 
 

Frequency control 
scheme 2021 [123] 

AGC 
- 2023 [124] 
AGC signal 
reconstruction 2021 [128] 

Secondary 
frequency control - 2022 [125] 

Load frequency 
control 

FDI detection, 
isolation, and 
recovery mechanism 

2020 [126] 

EMT + Modal 𝐻𝐻∞ controller 2023 [127] 

RMS 

Distributed event-
triggered 
communication 
strategy 

2022 [135] 

HVDC oscillation 
damping control EMT 

(i) Neural network to 
learn characteristics 
of cyber attacks, (ii) 
model-free defense 
framework, (iii) cyber 
attack-resilient 
damping control  

2023 [130] 

Wide area load-
shedding control RMS 

Data-classification 
method for reliable 
states 

2023 [129] 

Wide area 
damping 
controllers 

Unspecified cyber 
attacks 

RMS + Monte Carlo 
simulations  - 2022 [131] 

Communication 
links 

DoS 

RMS - 2021 [123] 

Load frequency 
control 

EMT + Modal 𝐻𝐻∞ controller 2023 [127] 

RMS 
Dynamic bandwidth 
allocation 2022 [135] 

- 2013 [132] 

Time-delay-switch 
attack RMS 

- 2014 [133] 
Resilient control 
strategy 2020 [134] 

 Secondary 
frequency control  Load altering RMS - 2022 [125] 

 



RES. Finally, in [139], due to the advanced communication 
network between transmission system operators and wind 
farm operators, the attackers can infiltrate the communication 
network and launch MitM and DoS attacks. The attackers are 
assumed to be able to cause physical impact by either issuing 
malicious dispatch commands to the wind farm operators or 
by causing a cyber-physical impact through line 
disconnection. The physical impact, especially in the case of 
the cyber-physical attack, could lead to oscillations between 
the converter-connected generating systems and the 
weakened grid, resulting in instability.  

Regarding resonance stability, there is limited research on 
the subject of the impact of cyber attacks. Additionally, by 
utilizing the classification of stability as it was presented in 
[14], resonance stability studies had to be separated into 
those that are related to converter-driven stability and those 
that are more about synchronous machines [140], [141]. 
Overall, it is found that well-informed attackers can target 
specific areas of the power system, e.g., through generation 
dispatch commands that result in loading changes or by 
injecting small amounts of power at frequencies 
corresponding to the torsional sub-synchronous resonance 
frequencies that would result in resonance instabilities. The 
reviewed papers for converter-driven and resonance stability, 
considering cyber attacks, are given in Table 8.  

V. DISCUSSION AND RECOMMENDATIONS 

A. MODELLING CHALLENGES  
Modeling the CPPS is pivotal for addressing current and 

future challenges regarding power system operation, 
including cyber security. The consideration of the power 
system communication network is important for cyber 
security studies, as it enables the study of several cyber 
attacks, as well as shows through simulations how cyber-
physical attacks can occur. A significant challenge is that the 
communication network exact topology and characteristics 
are usually not known. Thus, modeling approaches are 
usually rough approximations of the actual communication 

infrastructure. This is more evident in models that seek to 
capture multiple domains of the CPPS.  

Starting from the physical layer, an important gap in 
current research is that power system models that are 
currently used for stability studies are based on old testbeds. 
For instance, IEEE 9-bus, 39-bus, 118-bus, and Kundur’s 
two-area system are the most common models used for 
studies considering transmission grids. New validated models 
are needed that capture the current and future states of the 
power systems, e.g., integration of RES, HVDC 
interconnections, etc. Furthermore, coordinated control and 
protection schemes need to be modeled and incorporated into 
these models, providing more realistic results regarding 
power system operation. Including the aforementioned 
schemes adds computational burden and increases the costs 
for implementation if hardware-in-the-loop is considered. 
But overall, as the power system operation is kept in safe 
margins due to the coordinated operation of such schemes, 
their consideration is necessary, especially for impact 
analysis.  

To model the cyber layer, the work so far utilized various 
methods, but they can be summarized as i) using hardware-
in-the-loop solutions, such as network switches, IEDs, 
routers, and gateways, ii) using simulation environments 
which are coupled with the power system usually with a co-
simulation, and iii) using graph theoretic and mathematical 
formulations to formulate the behavior through simulations. 
Such approaches are utilized to study specific aspects of the 
interaction between the cyber and the physical power system. 
The main challenge that is identified is the lack of a 
standardized approach and the absence of benchmark cyber-
physical models that can be used for comparative studies. 
Additionally, each cyber infrastructure suffers from the 
limitation of accuracy and modularity. Highly accurate 
testbeds, which usually contain hardware solutions, are not 
easy to expand.  

Additionally, cyber-originated contingencies and events 
differ from purely physical events for CPPS. For instance, 
non-malicious failures in communication networks, i.e., 

TABLE 8. Impact of cyber attacks on converter-driven and resonance stability studies. 
 

Stability category Targets Cyber attack 
types 

Power system 
simulation type Mitigation strategy Year Refs. 

Converter-driven 

Wind farm 
controller 

MitM 

EMT Cyber-resilient 
control mechanisms  

2021 [139] 

FDI 2021, 2022 [136], [137] 
DoS 2021, 2022 [136], [139] 

Circuit breakers 
Malicious 
command 
injection 

2021, 2022 [137], [138] 

Resonance 

Load frequency 
control 

Malicious 
command 
injection 

RMS Countermeasures 
discussion  

2018 [140] 

Battery storage 
system 

Induced active 
power oscillations 

through control 
actions 

2022 [141] 

 



delays or packet losses, could impact the physical system, as 
the operation of critical applications may be hindered. On top 
of that, malicious actions could result in a much bigger 
impact, as large areas could be affected. Finally, the IT and 
OT interactions are not adequately captured through 
simulations. Usually, research regarding CPPS stability 
focuses on the interaction of OT and power system operation. 
But to create more realistic scenarios, understand the cyber 
actor capabilities, and form appropriate mitigation strategies, 
the overall IT/OT infrastructure needs to be addressed.  

B. CYBER SECURITY CONSIDERATIONS 
A major concern is that existing power grid 

communication protocols may not be cyber-secure. Proposed 
cyber security improvements are based on a combination of 
secure IT protocols as carriers and power grid protocols as 
payloads. Newer secure protocol standards for power grids, 
such as IEC 62351, have also been proposed, but with 
limited adoption. Therefore, the development and widespread 
adoption of cyber-secure power grid communication 
protocols remains challenging. 

Present-day power systems contain insufficient security 
control mechanisms. Most of the existing security controls 
are adopted from typical IT systems. With increased power 
grid digitalization, the adoption of cutting-edge IT systems 
brings cyber security challenges. This may involve the 
inheritance of advanced cyber threats from the IT domain 
into the power system OT domain. Hence, the adoption of 
advanced security controls and applications in power grids is 
crucial and must be accelerated. What is expected is that AI 
will pave a new reality, both for cyber attackers and 
defenders. Utilizing attack models based on AI, such as 
generative adversarial networks, as well as deep learning-
based security controls and applications, could address the 
ongoing challenges in cyber security forensics. With the 
ever-increasing threat of cyber attacks targeting power grids, 
advanced artificial intelligence applications for power grid 
cyber security will be needed in the near future. 

A research direction could be on how cyber actors can 
access and target the power system OT environment. So far, 
the research on cyber attacks targeting power systems 
focuses on the later stages of the kill chain, namely the 
impact on the operation. Although this assumption is valid 
for stability studies, the overall goal of increasing the cyber 
resilience of the CPPS cannot be achieved by focusing only 
on impact mitigation. It is important for researchers to focus 
on the interdisciplinarity of the CPPS. Such an approach 
could enhance the overall system resilience, help researchers 
investigate the feasibility and applicability of cyber attack 
types, and develop comprehensive security measures.  

Regarding the cyber attack types studied, especially in the 
context of cyber attacks on power system operations, 
researchers focused on FDI attacks. While FDI attacks have a 
solid mathematical formulation, their feasibility in the 
context of a real-world power system is yet to be tested. 

Additionally, an alarming trend in the literature is that the 
term is being used for different attack scenarios. In some 
papers, the definition of FDI is different than the one 
presented in the original study. As a result, the FDI term is 
used to describe many different attack types, from spoofing 
to tampering and generally MitM attacks. The term needs to 
have a clear definition. Otherwise, it could encapsulate many 
different attack types, which could cause confusion to the 
research community.  

Furthermore, it is important to consider coordinated cyber 
attacks with serial or parallel phases. A typical example 
found in the literature is the DoS attacks on measurement 
nodes. By itself, the attack could result in limited impact on 
the power system operation, but in combination with an 
additional cyber attack like switching or tampering, it could 
magnify the impact. Finally, the consideration of cyber 
vulnerabilities for power system stability studies, considering 
the CPPS interconnections, is of paramount importance as 
they could define the targets of the attackers. 

C. POWER SYSTEM STABILITY TO CYBER ATTACKS 
Regarding the impact of cyber attacks on power system 

stability, it was found that most of the existing research 
focused on rotor angle, voltage, and frequency stability. This 
was an expected outcome, as these definitions are better 
understood [35]. Converter-driven stability is expected to 
become a more emerging topic. Thus, as mentioned in 
Section V-A, it is important to have new testbeds that can 
capture the current and future states of the grid. Such models 
could be utilized to investigate the converter-driven stability 
more in-depth. 

From the state-of-the-art analysis, it is found that 
researchers investigated mainly cyber attacks on control 
systems. Misleading or jeopardizing WAMPAC applications 
and local voltage and frequency controllers were the most 
common targets. The cyber attack scenarios involved 
tampering with the control setpoints or critical 
measurements, as well as induced delay attacks on the 
communication channels. Such cyber attacks require a deep 
understanding of the targeted control system by the attackers, 
and the effects are shown to be quite significant. A well-
executed attack could severely affect the stability of the 
system. On the other hand, switching attacks targeting circuit 
breakers of important substations or power plants are also 
shown to be capable of resulting in significant impact. In 
both attack scenarios, the cyber actors were considered 
knowledgeable about the grid topology, systems, and 
operational characteristics. Two equally important future 
research directions are identified. The first is considering 
how cyber actors can obtain such information through 
insiders or extended reconnaissance. The other is to 
investigate more realistic attack scenarios, assessing not only 
the impact but the feasibility of such scenarios. In both cases, 
important conclusions could be drawn, improving the overall 



understanding of the vulnerabilities of both the cyber and the 
physical systems of a CPPS. 

In the reviewed research, FDI attacks were the main 
cyber attack type utilized. An interesting fact is that these 
cyber attacks were used to test the effectiveness of proposed 
controllers by examining cases of cyber attacks occurring in 
parallel with physical contingencies. The latter was mainly a 
physical fault, such as a three-phase short-circuit, which 
brought the system to an unstable equilibrium, with the aim 
of the FDI attacks being to hinder the controller response. As 
a result, these scenarios do not fully address the cyber 
resilience of the CPPS, and more realistic ones are needed. 
Coordinated attacks could utilize FDI attacks as a way of 
masking the impact of other cyber attacks. However, current 
research still lacks such approaches. Furthermore, it must be 
noted that current research is mainly focusing on the physical 
aspect of CPPS operational stability. Studies investigating 
both the cyber and physical stability of CPPS are limited due 
to the modeling challenges of the cyber layer. Although the 
stability of the communication network could be evaluated, 
especially in the case of DoS and time delay attacks, the 
interactions between the cyber and physical systems need to 
be assessed further. 

Finally, AI methods are expected to revolutionize the 
monitoring and control applications that are present in today's 
power systems. The availability of phasor measurements and 
the advanced computational infrastructure could significantly 
enhance the capabilities of automatic controllers, improve the 
situational awareness of grid operators, and be used for tasks 
such as anomaly detection, mitigation strategies, and faster 
grid restoration. Additionally, as the research on explainable 
AI is advancing, such models would not only be optimized 
but also gain the trust of the stakeholders and the community.  

VI. CONCLUSION 
This work presents a comprehensive assessment of the 

impact of cyber attacks on power system stability. The 
traditional disturbances considered in power system stability 
classification are expanded from physical to cyber-physical 
disturbances caused by cyber attacks. Each power system 
stability category is mapped with cyber-physical attack types 
based on a thorough state-of-the-art analysis. It has been 
found that knowledgeable cyber actors could severely impact 
all categories of power system stability by targeting the 
measurement infrastructure, critical control and protection 
applications, communication channels, or a combination of 
them. The interdependency of the physical power system 
with the complex communication and computational 
infrastructure can be exploited by cyber actors, enabling 
them to cause small or large disturbances to the physical 
power grid via the cyber layer. The aforementioned findings 
showcase the importance of considering cyber security for 
physical power system stability, which could lead to a further 
extension of the classification of power system stability.  

Based on this study, key future research directions are 
identified. Comprehensive benchmark cyber-physical power 
system models need to be developed to analyze the cyber-
physical interactions. Additionally, future algorithms and 
methods for the detection and mitigation of cyber attacks on 
power systems need to consider the timeframe of the affected 
stability phenomena and be implemented in the most critical 
systems. As a result, computationally fast solutions for online 
stability assessment, intrusion detection systems, and 
mitigation algorithms need to be developed. 
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